Safety Verification of Cyber-Physical Systems with Reinforcement Learning Control

ABSTRACT
This paper proposes a new forward reachability analysis approach to verify the safety of cyber-physical systems (CPS) with reinforcement learning controllers. The foundation of our approach lies on two efficient, exact and over-approximate reachability algorithms for neural network control systems using star set which is an efficient representation of polyhedron. Using these algorithms, we determine the initial conditions for which a safety-critical system with a neural network controller is safe by incrementally searching a critical initial condition where the safety of the system cannot be proved. Our approach produces tight over-approximation error and it is computational efficient which allows the application to practical CPS with learning enable components (LECs). We implement our approach in NNV [18], a recent verification tool for neural network control systems, and evaluate its advantages and applicability by verifying the safety of a practical Advanced Emergency Braking System (AEBS) with a reinforcement learning (RL) controller trained using deep deterministic policy gradient (DDPG) method. The experimental results show that our new reachability algorithms are much less conservative than the polyhedron-based approach [18, 21, 22]. We successfully determine the entire region of the initial conditions of the AEBS with the RL controller such that the safety of the system is guaranteed while the polyhedron-based approach cannot prove the safety properties of the system.
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1 INTRODUCTION
Deep neural networks have become a popular choice in complex control applications where the control tasks are much more complicated than the traditional control problems. Recently, the power of DNNs has inspired a new generation of intelligent autonomy that makes use of DNNs as learning-based controllers such as autonomous vehicles [4] and air traffic collision avoidance systems [11]. Although utilizing DNNs for autonomous autonomous application is promising, safety verification of autonomy containing neural network components is difficult because DNNs usually have complex characteristics and behavior that are generally unpredictable. Importantly, many pieces of research have proved that well-trained DNNs may not robust and behave unsafely with a slight change in the input [15]. Recent incidents in autonomous driving (e.g., Tesla and Uber) raises an urgent need for techniques and tools that can formally verify the safety of neural network control systems before utilizing them in safety-critical applications.

Safety verification of neural network control systems (NNCS) is a challenging problem because the behaviors of the systems are difficult to estimate or characterize. To explicitly analyze the safety of NNCS, we need to calculate the exact or overapproximate reachable set containing all possible trajectories of the plant that takes the control set from the neural network controller as inputs. The output set of the plant is feedback to the controller to compute the control set for the next control step. Therefore, if the error in the reachable set computation is large, it quickly becomes larger and larger over time which results in too conservative reachable sets that cannot be used for safety verification. In addition, the scalability and efficiency of the reachable set computation are crucial for safety verification of control systems with DNNs controllers. It is required methods that can compute the reachable set of NNCS with large neural network controllers with a reasonable computation time and a small over-approximation error. However, calculating an exact or tight, overapproximate reachable set of a neural network quickly is fundamentally difficult due to the non-linearity of the network. This challenging problem has not addressed well in the existing literature.

In this paper, we propose a new reachability analysis approach for safety verification of CPS with neural network controllers using the concept of star set. We particularly focus on the safety verification of the Advanced Emergency Braking System (AEBS) in an autonomous car to illustrate and evaluate our approach. The AEBS is controlled by a neural network controller which is trained to stop the vehicle appropriately if it discovers an obstacle on the road. To guarantee safety, it is required that the time-to-collision (TTC) of the car, which is a nonlinear function of the car’s velocity, acceleration and the distance between the vehicle to the obstacle, is always larger than a safe threshold defined by the physical characteristics of the vehicle. Our safety verification approach for AEBS works as follows. First, using CARLA, we perform system identification to obtain a discrete, linear state-space model of the car. The car model is then validated via systematic testing. Second, we train a deep neural network controller to perform the emergency braking action using reinforcement learning. Third, we compose the neural network controller with the state-space model to construct a closed-loop Simulink model of the AEBS which is then validated with CARLA results. Fourth, we perform the reachability analysis of the closed-loop model to obtain the reachable set of the AEBS. Finally, we compute the reachable set of the TTC and use it for safety verification.

We limit our reachability analysis approach to feed-forward neural network controllers with the ReLU/Saturation activation functions. Our reachability algorithms can compute both exact and over-approximate reachable sets of the AEBS. Exact reachable set computation is expensive since the number of the reachable sets increases over time steps. In contrast, the over-approximate reachability scheme is much cheaper as it produces a single reachable
The controller is a feedforward neural network (FNN) consisting of an input layer, an output layer, and multiple hidden layers. Each neuron, denoted as \( y_i \), is defined by:

\[
y_i = f(\sum_{j=1}^{n} \omega_{ij} x_j + b_i),
\]

where \( x_j \) is the \( j^{th} \) input of the \( i^{th} \) neuron, \( \omega_{ij} \) is the weight from the \( j^{th} \) input to the \( i^{th} \) neuron, and \( b_i \) is the bias of the \( i^{th} \) neuron. In this paper, we consider FNN controller with the ReLU activation functions defined as \( \text{ReLU}(x) = \max(0, x) \).

### 2.2 Problem formulation

**Problem 1 (Safety Verification of NNCS).** Given a CPS with an FNN controller \( F \), and a discrete, linear plant \( P \) with the initial states \( x(0) \) in an initial set \( X_0 \), verify whether or not the state of the plant satisfies a safety property in a bounded time steps \( k_{\text{max}} \). Formally, we want to verify if \( \forall x(0) \in X_0 \rightarrow q(x(k)) \models S(g(x(k))), \forall 0 \leq k \leq k_{\text{max}} \), where \( q(\cdot) \) is a nonlinear transformation function, \( S(\cdot) \) is a linear predicate over the transformed state variables \( g(\cdot) \) defining the safety requirements of the system.

The core challenges in problem 1 are: 1) given the initial set of states of the plant, how do we efficiently compute the reachable set of the plant over time steps which depends on the control input produced by the FNN controller with nonlinear activation functions, 2) how do we transform the computed reachable set with a nonlinear transformation function to verify the safety property of the system. It is worth to emphasize that a small over-approximation error and timing efficiency in reachable set computation are two crucial metrics that determine the applicability of reachability analysis methods in safety verification of practical NNCS. Therefore, safety verification of NNCS requires computationally efficient methods that can compute the exact or tight over-approximate reachable sets of an FNN in a reasonable time. However, computing the exact or tight over-approximate reachable sets of an FNN is difficult and usually time-consuming. In addition, simple utilization of the control set from the controller to compute the reachable set of the plant may produce a very coarse reachable set which is useless in safety verification. Overcome the challenges in problem 1 is a fundamental step to tackle the following important problem.

**Problem 2 (Safety-critical initial condition of NNCS).** Given a CPS in problem 1 with the initial states \( x(0) \in X_0 \), determine the initial condition of the \( i^{th} \) state \( x_i(0) \) that “may” make the system unsafe while keeping the initial conditions of other states unchanged. We call this initial condition is a “safety-critical initial condition” of the system and assume that the initial conditions of all states are independent.

Problem 2 is even harder than problem 1 since it is almost impossible to perform backward analysis of CPS with neural network controllers to determine an unsafe initial condition (backward analysis is generally intractable in this case). In the following, we first present our core reachability algorithm for neural network control systems (NNCS). Then, we discuss handling the nonlinear transformation on the computed reachable set for checking the safety of the system, i.e., Problem 1 as well as searching safety-critical initial condition, i.e., Problem 2.

### 2 SYSTEM MODEL AND PROBLEM FORMULATION

#### 2.1 System model

In this paper, we are interested in safety verification of CPS with neural network controllers as depicted in Figure 1 in which \( x(k) \) and \( y(k) \) are the state and the output of the plant at the time step \( k \). The controller is a feedforward neural network (FNN) consisting of an input layer, an output layer, and multiple hidden layers. Each layer is comprised of neurons that are connected to the neurons of the preceding layer labeled using weights [9]. The output of the FNN controller, given a specific input vector is determined by three components: the weight matrices \( W_{l-1} \), representing the weighted connection between neurons of two consecutive layers \( l-1 \) and \( l \), the bias vectors \( b_l \) of each layer, and the activation function \( f \) applied at each layer. Formally, the output of a neuron \( i \) is defined by:

\[
y_i = f(\sum_{j=1}^{n} \omega_{ij} x_j + b_i),
\]

This paper considers FNN controller with the ReLU activation functions defined as \( \text{ReLU}(x) = \max(0, x) \).

#### 2.2 Problem formulation

**Problem 1 (Safety Verification of NNCS).** Given a CPS with an FNN controller \( F \), and a discrete, linear plant \( P \) with the initial states \( x(0) \) in an initial set \( X_0 \), verify whether or not the state of the plant satisfies a safety property in a bounded time steps \( k_{\text{max}} \). Formally, we want to verify if \( \forall x(0) \in X_0 \rightarrow q(x(k)) \models S(g(x(k))), \forall 0 \leq k \leq k_{\text{max}} \), where \( q(\cdot) \) is a nonlinear transformation function, \( S(\cdot) \) is a linear predicate over the transformed state variables \( g(\cdot) \) defining the safety requirements of the system.

The core challenges in problem 1 are: 1) given the initial set of states of the plant, how do we efficiently compute the reachable set of the plant over time steps which depends on the control input produced by the FNN controller with nonlinear activation functions, 2) how do we transform the computed reachable set with a nonlinear transformation function to verify the safety property of the system. It is worth to emphasize that a small over-approximation error and timing efficiency in reachable set computation are two crucial metrics that determine the applicability of reachability analysis methods in safety verification of practical NNCS. Therefore, safety verification of NNCS requires computationally efficient methods that can compute the exact or tight over-approximate reachable sets of an FNN in a reasonable time. However, computing the exact or tight over-approximate reachable sets of an FNN is difficult and usually time-consuming. In addition, simple utilization of the control set from the controller to compute the reachable set of the plant may produce a very coarse reachable set which is useless in safety verification. Overcome the challenges in problem 1 is a fundamental step to tackle the following important problem.

**Problem 2 (Safety-critical initial condition of NNCS).** Given a CPS in problem 1 with the initial states \( x(0) \in X_0 \), determine the initial condition of the \( i^{th} \) state \( x_i(0) \) that “may” make the system unsafe while keeping the initial conditions of other states unchanged. We call this initial condition is a “safety-critical initial condition” of the system and assume that the initial conditions of all states are independent.

Problem 2 is even harder than problem 1 since it is almost impossible to perform backward analysis of CPS with neural network controllers to determine an unsafe initial condition (backward analysis is generally intractable in this case). In the following, we first present our core reachability algorithm for neural network control systems (NNCS). Then, we discuss handling the nonlinear transformation on the computed reachable set for checking the safety of the system, i.e., Problem 1 as well as searching safety-critical initial condition, i.e., Problem 2.

### 3 REACHABILITY ANALYSIS OF NEURAL NETWORK CONTROL SYSTEMS

The reachability analysis of a NNCS depicted in Figure 1 is done as follows. First, from the initial set of states \( X_0 \) of the plant \( P \), the controller \( F \) takes the output set of the plant \( Y_0 \) as an input to compute the control set \( U = F(Y_0) \). Note that \( Y_0 \) is an affine mapping of the initial set \( X_0 \) with the output matrix \( C \), i.e., \( Y_0 = Ax(k)+Bu(k)

\[
y(k)=Cx(k)
\]

The reachability analysis of a NNCS depicted in Figure 1 is done as follows. First, from the initial set of states \( X_0 \) of the plant \( P \), the controller \( F \) takes the output set of the plant \( Y_0 \) as an input to compute the control set \( U = F(Y_0) \). Note that \( Y_0 \) is an affine mapping of the initial set \( X_0 \) with the output matrix \( C \), i.e., \( Y_0 = Ax(k)+Bu(k)\).
The control set $U$ is then applied to the plant to compute the set of the next state $X_t = AX_t + BU$. This routine is performed iteratively to obtain the reachable set of the plant $X_0, X_1, \ldots, X_k$. To obtain tight reachable sets of the NNCS, we compute the exact control set $U$ given the output set $Y$. Also, we compute the exact reachable set of state $X_k$ given its initial set $X_{k-1}$ and the corresponding control set $U_{k-1}$.

### 3.1 Generalized star set

Although computing the exact control set of a FNN controller can be done by polyhedron approach [18], it is computationally inefficient and not scalable. In addition, the polyhedron-based approach produces a conservative reachable set of the plant because it cannot take advantage of the relationship between $U_k$ and $X_k$, i.e., $U_k = F(Y_k) = F(CX_k)$. To overcome these challenges, we propose a new reachability analysis approach for NNCS using the concept of star set [2] which is very efficient in affine mapping operation, e.g., $Y_k = CX_k$ and more importantly, it preserves the relationship between $U_k$ and $X_k$ which is crucial to obtain an exact reachable set of the plant. The definition of a star set and its essential properties are given in the following.

**Definition 3.1 (Generalized Star Set [2]).** A generalized star set (or simply star) $\Theta$ is a tuple $(c, V, P)$ where $c \in \mathbb{R}^n$ is the center, $V = \{v_1, v_2, \ldots, v_m\}$ is a set of $m$ vectors in $\mathbb{R}^n$ called basis vectors, and $P : \mathbb{R}^m \rightarrow \{T, \bot\}$ is a predicate. The basis vectors are arranged to form the star’s $n \times m$ basis matrix $P$.

The set of states represented by the star is given as:

$$\|\Theta\| = \{x | x = c + \sum_{i=1}^{m} (\alpha_i v_i) \text{ such that } P(\alpha_1, \ldots, \alpha_m) = \top\}. \quad (1)$$

Sometimes we will refer to both the tuple $\Theta$ and the set of states $\|\Theta\|$ as $\Theta$. We also restrict the predicate to be a conjunction of linear constraints, $P(\alpha) = C \alpha \leq d$ where, $C \in \mathbb{R}^{p \times m}$, $\alpha$ is the vector of $m$-variables, i.e., $\alpha = [\alpha_1, \ldots, \alpha_m]^T$, and $d \in \mathbb{R}^p$. A star is an empty set if and only if $P(\alpha)$ is empty.

**Proposition 3.2. [Affine Mapping of a Star] Given a star set $\Theta = (c, V, P)$, an affine mapping of the star $\Theta$ with the affine mapping matrix $W$ and offset vector $b$ defined by $\tilde{\Theta} = (y | y = Wx + b, x \in \Theta)$ is another star with the following characteristics.

- $\tilde{\Theta} = (c, \tilde{V}, \tilde{P})$, $\tilde{c} = Wc + b$, $\tilde{v} = [Wv_1, Wv_2, \ldots, Wv_m]$, $\tilde{P} \equiv P$.\n
**Proposition 3.3 (Star and Half-space Intersection).** The intersection of a star $\Theta \oplus (c, V, P)$ and a half-space $H \oplus \{x | Hx \leq g\}$ is another star with following characteristics:

- $\Theta \cap H = (\tilde{c}, \tilde{V}, \tilde{P})$, $\tilde{c} = c$, $\tilde{V} = V$, $\tilde{P} = P \land P'$,

- $P'(\alpha) \equiv (H \times V_m) \alpha \leq g - H \times c$, $V_m = [v_1, v_2, \ldots, v_m]$.

We can see that, a star does not change its predicate over affine mapping operations, and it preserves the center and basis vectors in the intersection with a half-space.

### 3.2 Exact reachability analysis of the neural network controller

The first step in our reachability analysis is to compute the exact control set $U_k = F(CX_k)$. This computation is done layer-by-layer in which the output set of the previous layer is the input set of the next layer. Given a star input set $\tilde{\Theta} = (\tilde{c}, \tilde{V}, \tilde{P})$, the reachable set of a layer $L$ can be obtained precisely in two steps. First, an affine map $\Theta$ of the input set can be derived quickly with the weight matrix $W$ and bias vector $b$ of the layer, i.e., $\Theta = (c = W\bar{c} + b, V = Wv, P = \top)$.

After calculating the affine map of the input set, the reachable set of the layer $R_L$ is obtained by applying the ReLU activation function on the affine-mapped set, i.e., $R_L = ReLU(\Theta)$. Similar to [18], this second step is done by executing a sequence of stepReLU operations $R_L = ReLU_1(ReLU_{n-1}(\cdots ReLU_1(\Theta)))$. The stepReLU operation on the $i^{th}$ neuron, i.e., $ReLU(i)$, works as follows. First, the input star set $\Theta$ is decomposed into two subsets $\Theta_1 = \Theta \land x_i \geq 0$ and $\Theta_2 = \Theta \land x_i < 0$. Note that from Proposition 3.3, $\Theta_1$ and $\Theta_2$ are also stars. Let assume that $\Theta_1 = (c, V, P_1)$ and $\Theta_2 = (c, V, P_2)$.

Since the later set has $x_i < 0$, applying the ReLU activation function on the element $x_i$ of the vector $x = [x_1, \ldots, x_i, x_{i+1}, \ldots, x_m]^T \in \Theta_2$ will lead to the new vector $x' = [x_1, x_2, \ldots, 0, x_{i+1}, \ldots, x_m]^T$. This procedure is equivalent to mapping $\Theta_2$ by the mapping matrix $M = [e_1 e_2 \cdots e_{i-1} 0 e_{i+1} \cdots e_m]$. Also, applying the ReLU activation function on the element $x_i$ of the vector $x \in \Theta_1$ does not change the set since we have $x_i \geq 0$. Consequently, the result of the stepReLU operation on input set $\Theta$ at the $i^{th}$ neuron is a union of two star sets $ReLU_i(\Theta) = (c, V, P_1) \cup (Mc, MV, P_2)$. A concrete example of the first stepReLU operation on a layer with two neurons is depicted in Figure 2.

Similar to [18], we can minimize the number of stepReLU operations. If we know that $x_i$ is always larger than zero, then we have $ReLU_i(\Theta) = \Theta$. In other words, we do not need to execute the stepReLU operation on the $i^{th}$ neuron. Therefore, to minimize the number of stepReLU operations and overall computation time, we first determine the ranges of all states in the input set which can be done efficiently by solving $n$-linear programming problems. Furthermore, one can see that a star set can be split into two star sets after a stepReLU operation. Therefore, the exact output set of a layer is a union of stars which can be handled independently.

Based on this observation, the reachability algorithm of an FNN using star set can be designed efficiently to exploit the power of parallel computing as in the polyhedron-based approach [18]. We emphasize that the exact reachability of an FNN with ReLU activation function can be extended straightforwardly to deal with saturation activation function.

Although the star set based method is similar to the polyhedron-based approach [18], it is much more efficient and scalable because star set is very fast in affine mapping which is the most expensive step in the polyhedron-based approach, especially for a high dimensional set. More importantly, the computed output set and the input set of the FNN are defined based on the same set of predicate variables, i.e., $\alpha = [\alpha_1, \ldots, \alpha_m]^T$. This property is crucial in eliminating the over-approximation error in computing the reachable set for the plant as addressed in the following.

### 3.3 Exact reachability analysis of the discrete linear plant

As shown in previous subsection, the exact control set $U_k = F(CX_k)$ is a union of stars, $U_k = \bigcup_{j \in J} \Theta_i$. Therefore, the exact reachable set of the plant for the next step is also a union of stars, $X_{k+1} = AX_k + BU_k$. Interestingly, the state set $X_k = (c, V, P)$ and the control set $U_k$ are defined based on a unique predicate variable vector $\alpha$.
and for any star in the control set, its predicate contains all linear constraints of the state set $X_k$ as can be seen in Figure 2. This leads to an important fact that, only a subset of $X_k$ can lead to an individual control set $\Theta_j \in U$ and the predicate of this subset is exactly the predicate of the individual control set. Therefore, the next state set corresponding to the individual control set $\Theta_j = (\bar{c}_j, \bar{V}_j, \bar{P}_j)$ is $X_{k+1} = (Ax + B\bar{c}_j, AV + B\bar{V}_j, \bar{P}_j).$ Consequently, the exact next state of the plant is $X_{k+1} = \cup_{j=1}^{n} X_{k+1}^j$.

### 3.4 Reachability algorithm for NNCS

As shown previously, we can compute the exact reachable set of NNCS depicted in Figure 1 by computing the exact control set and the exact state set of the plant. For a single initial state set, after one time step, it may produce many other state sets. Therefore, the number of state sets increases quickly over time which makes the exact analysis time-consuming even using parallel computing. To handle this state sets explosion, we can obtain a single convex hull of the state sets after every step and use it for the next step computation. Computing the convex hull for a set of stars is essentially computing the convex hull of a set of convex polyhedrons which is computationally expensive. To overcome this challenge, we instead compute the interval hull of a set of stars for the next step computation which can be done efficiently by solving a set of linear programming optimization problems. The experimental results show that, by using only the interval hull of the star state sets, we can still obtain a tight over-approximation of the exact reachable set for the NNCS and more importantly, the over-approximation error does not explode over time. The reachability algorithm for a NNCS is summarized in Algorithm 1 in which the user can choose to compute the exact or the over-approximate reachable sets of the NNCS.

#### Algorithm 1 Reachability Algorithm for NNCS

1. \% F: neural network controller
2. \% A, B, C: plant’s matrices $x_{k+1} = Ax + Bu$, $y_k = Cx_k$
3. \% I: initial set of states of the plant
4. \% $k_{max}$: number of steps
5. \% scheme: reachability analysis scheme, “exact” or “approx”
6. \% R: reachable set

\[
R = \text{Reach}(F, A, B, C, I, k_{max}, \text{scheme})
\]

\[
R = \text{cell}(1, k_{max} + 1)
\]

\[
\text{for } k = 1 : k_{max} \text{ do}
\]

\[
x_k = R(1,k), \; \text{length}(X_k)
\]

\[
\text{for } i = 1 : M \text{ do}
\]

\[
X_k^i = x_k^i = (c, V, P)
\]

\[
U_i = F(CX_k^i) = \cup_{j=1}^{n} \Theta_j = \cup_{j=1}^{n} (\bar{c}_j, \bar{V}_j, \bar{P}_j)
\]

\[
x_{k+1} = [X_k]
\]

\[
\text{for } j = 1 : L \text{ do}
\]

\[
X_{k+1}^j = (Ax + B\bar{c}_j, AV + B\bar{V}_j, \bar{P}_j)
\]

\[
x_{k+1} = [X_{k+1}]
\]

\[
\text{if scheme == exact then } R(1, k + 1) = X_{k+1}
\]

\[
\text{else } R(1, k + 1) = \text{IntervalHull}(X_{k+1})
\]

#### Lemma 3.4. The exact scheme in Algorithm 1 produces the exact reachable sets of the NNCS depicted in Figure 1.

**Proof.** The proof can be derived inductively based on the exact computation of the reachable set of the plant and the neural network controller in every step. □
Algorithm 2 Safety Verification for NNCS

Input: $R, g, U$: Reachable set of the NNCS, transformation function, unsafe region
Output: $safe = true$ or $safe = uncertain$

1: procedure $safe = Verify(R, g, U)$
2: $k_{max} = length(R)$
3: for $k = 1 : k_{max}$ do
4: $X_k = R[1:k]$
5: $\tilde{z}_k = \min(g(x_k)), \bar{z}_k = \max(g(x_k)), x_k \in X_k$
6: $\tilde{Z}_k = [\tilde{z}_k, \bar{z}_k]$
7: if $\tilde{Z}_k \cap U = \emptyset$ then $safe = true$
8: else $safe = uncertain$, break

4 VERIFICATION OF NEURAL NETWORK CONTROL SYSTEMS

4.1 Safety verification

Although a safety property of CPS is usually represented as a linear predicate over the system’s states $x_k$, there are many cases where the safety property is defined as a linear predicate over a state variable $z_k$ that is a nonlinear transformation of the system’s states, i.e., $z_k = g(x_k)$, where $g$ is a nonlinear transformation function. Let $\mathcal{U}(z_k) \triangleq Hz_k \leq h$ be the unsafe region of a NNCS, the safety verification of the NNCS, i.e., Problem 1, is equivalent to checking $\tilde{z}_k \cap \mathcal{U}(\bar{z}_k) = \emptyset$, $\forall 0 \leq k \leq k_{max}$, where $\tilde{Z}_k = \{z_k \mid z_k = g(x_k), x_k \in X_k\}$ is the transformed reachable set of the system. Since computing the exact transformed reachable set is computationally expensive and may be even infeasible, we compute an over-approximation of the exact transformed reachable set $\tilde{Z}_k$ and use it for safety verification. The system is safe if $\tilde{Z}_k \cap \mathcal{U}(\bar{z}_k) = \emptyset$, $\forall 0 \leq k \leq k_{max}$. Particularly, we compute the tightest interval bounding the exact transformed reachable set by solving the following nonlinear optimization problem:

$$\tilde{Z}_k = [\tilde{z}_k, \bar{z}_k], \tilde{z}_k = \min(g(x_k)), \bar{z}_k = \max(g(x_k)), x_k \in X_k.$$ 

The safety verification of the NNCS is summarized in Algorithm 2 which solves the above nonlinear optimization problem to obtain the tightest interval of the transformed reachable set and uses it to verify the safety of the system at each time step.

4.2 Characterization of safe initial condition

Safety verification of a NNCS can reason about the safety of the system w.r.t. a specific initial condition. In some cases, we are interested in the upper bound of a particular state $x_k^i(0)$ in the initial condition where the safety of the system is still guaranteed. For example, if a car detects an obstacle and applies the brake to stop, it is important to know what is the maximum velocity of the vehicle such that the braking action can guarantee the safety of the car. To search for that maximum velocity, we start from the initial condition that the system is safe, then we increase the upper bound of the speed by some $\delta$, i.e., $x_k^i(0) = x_k^i(0) + \delta$, and check the safety of the system with the new initial condition. We continue to increase the upper bound until the safety is uncertain. We can obtain the maximum allowable velocity with the error of $[-\delta, \delta]$.

5 CASE STUDY

Our approach is implemented in NNV [18], a Matlab toolbox for safety verification of DNNs. The proposed approach is evaluated on a practical automatic emergency braking system (AEBS) for an autonomous car. The architecture of the AEBS is described in Figure 3 in which the car is equipped with a perception component to detect automatically the obstacle on the road and a reinforcement learning (RL) based controller to control the brake of the car. All results presented in this paper and their corresponding scripts are available online at https://www.dropbox.com/s/912184bij8iyqz37/EMSOFT2019.zip?dl=0 (warning: not anonymized for blind review).
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**Figure 3: Emergency Braking System Architecture**

5.1 Scenario of Interest

In our system, we consider the scenario that the host car automatically detects another static vehicle and applies a brake to decelerate and stop to avoid the potential collision as shown in Figure 4.

![Figure 4: Illustration of Emergency Braking System](image)

**Figure 4: Illustration of Emergency Braking System**

The host car starts from rest and accelerates to a random initial velocity $v_0$, which introduces the uncertainty to the system. Then, the car keeps this velocity $v_0$ till an obstacle is detected at distance $d_0$ from the perception module and switches to the reinforcement learning braking controller. The goal of the controller is to stop the car to avoid the collision and also not too far from the obstacle, which means the car should stop within the safety and rational region.

5.2 Safety Specification

The safety property of the AEBS is defined based on the concept of time to collision (TTC)[12, 13]. TTC measures the time it would take to collide if the vehicle continues traveling based on the current acceleration of $a_k = a_k$ and velocity $v_k$. Smaller TTC means a higher collision risk. The safety specification of the AEBS can be written by

$$\text{TTC}_k(d_k, v_k, a_k) > \tau(v_k) \mathcal{U}(k = k_{max})$$

where $\tau(v_k)$ is the time to stop when applying the full brake for velocity $v_k$, shown in Figure 5, $d_k$ is the current distance from the car to the obstacle, $k_{max}$ is the maximum number of steps we want to verify the safety of the system, and $\mathcal{U}$ is the until operator. Generally, the safety specification means that the car is safe if it still...
We train the RL-based controller for the host car using Deep Deterministic Policy Gradient (DDPG) [14], which is a popular reinforcement learning method that combines the value-based and the policy-based method. There are two parts in this approach including actor and critic. Critic uses the off-policy data to learn the Q-function, which evaluates how good the action a taken is in given state s. The actor can learn the continuous action policy by using the Q-function. In practice, it is difficult to obtain the exact Q-function and policy function. Therefore, two neural networks are introduced to solve this problem, which is critic network $Q(s, a|θ^Q)$ and actor network $μ(s|θ^P)$ with weights $θ^Q$ and $θ^P$. Coming back to our braking system, the reinforcement learning controller consumes the state $s$, consisting of distance to the leader vehicle $d$ and host car’s velocity $v$, and computes the action – brake $T$.

For a reinforcement learning system, the reward function should be appropriately designed to achieve the goal. In our case, the task is to stop the car in a safe and rational region. Thus, we define the reward function as

$$r = -α \times I \times 1(\text{collision}) - [(d_t - B) \times β + λ] \times 1(v_t = 0 \land d_t > B)$$

where $d_t$ and $v_t$ indicates the distance to the leader car and velocity at time step $t$, $α$, $β$, and $λ$ are coefficients greater than zero, $1(·)$ returns a value of 1 if the statement inside is true and 0 otherwise.

The term of the reward function, $-α \times I \times 1(\text{collision})$ penalizes a collision event based on the collision impulse $I$. The other term $-(d_t - B) \times β + λ \times 1(v_t = 0 \land d_t > B)$ penalizes a too early stop based on $B$, the final distance to the boundary line between rational and far region. During the braking process (before the car comes to a stop), there is no penalty or reward. Intuitively, this reward function will guide the car to stop within the rational region.

We use CARLA [6] to generate the scenario and to train the reinforcement learning controller. The time step used in the simulation is $Δt = 1/15s$. In the simulations, the vehicle firstly accelerates to a velocity of $v_0$, and keeps the speed until it detects an obstacle at a distance $d_0$. The $d_0$ and $v_0$ are the initial states of the braking system. To simulate a more realistic scenario, we introduce some uncertainty to the initial states of the system. The initial velocity of the vehicle is uniformly sampled between 90 km/h and 100 km/h, and the initial distance depends on the range of the perception module, which is approximately 100 m. After initial state, the car switches to the reinforcement learning controller which consists of two neural networks trained with DDPG algorithm with the hyper-parameters in Table 1 is presented below:

- **Actor NN architecture**:
  
  $2(\text{State}) \times 50(\text{ReLU}) \times 30(\text{ReLU}) \times 1(\text{SatReLU, Action})$

- **Critic NN architecture**:
  
  $2(\text{State}) \times 50(\text{ReLU}) \times 30(\text{ReLU}) \times 30(\text{ReLU}) \times 1(\text{Q Value})$

We trained the reinforcement learning for 1000 episodes, and the neural network converges, showing an attractive performance. Also, one of the experiment trajectories is plotted in Figure 7. At the beginning of involving the reinforcement learning controller, the distance is 97.3 m, and the velocity is 91.98 km/h ($\approx 25.55$ m/s). After 128 steps, about 8.53 s, the ego vehicle stops at about 1.88 m far from the obstacle vehicle.

### 5.3 RL-based Controller

We train the RL-based controller for the host car using Deep Deterministic Policy Gradient (DDPG) [14], which is a popular reinforcement learning method that combines the value-based and the policy-based method. In our case, the task is to stop the car in a safe and rational region. Thus, we define the reward function as

$$r = -α \times I \times 1(\text{collision}) - [(d_t - B) \times β + λ] \times 1(v_t = 0 \land d_t > B)$$

where $d_t$ and $v_t$ indicates the distance to the leader car and velocity at time step $t$, $α$, $β$, and $λ$ are coefficients greater than zero, $1(·)$ returns a value of 1 if the statement inside is true and 0 otherwise.

The term of the reward function, $-α \times I \times 1(\text{collision})$ penalizes a collision event based on the collision impulse $I$. The other term $-(d_t - B) \times β + λ \times 1(v_t = 0 \land d_t > B)$ penalizes a too early stop based on $B$, the final distance to the boundary line between rational and far region. During the braking process (before the car comes to a stop), there is no penalty or reward. Intuitively, this reward function will guide the car to stop within the rational region.

We use CARLA [6] to generate the scenario and to train the reinforcement learning controller. The time step used in the simulation is $Δt = 1/15s$. In the simulations, the vehicle firstly accelerates to a velocity of $v_0$, and keeps the speed until it detects an obstacle at a distance $d_0$. The $d_0$ and $v_0$ are the initial states of the braking system. To simulate a more realistic scenario, we introduce some uncertainty to the initial states of the system. The initial velocity of the vehicle is uniformly sampled between 90 km/h and 100 km/h, and the initial distance depends on the range of the perception module, which is approximately 100 m. After initial state, the car switches to the reinforcement learning controller which consists of two neural networks trained with DDPG algorithm with the hyper-parameters in Table 1 is presented below:

- **Actor NN architecture**:
  
  $2(\text{State}) \times 50(\text{ReLU}) \times 30(\text{ReLU}) \times 1(\text{SatReLU, Action})$

- **Critic NN architecture**:
  
  $2(\text{State}) \times 50(\text{ReLU}) \times 30(\text{ReLU}) \times 30(\text{ReLU}) \times 1(\text{Q Value})$

We trained the reinforcement learning for 1000 episodes, and the neural network converges, showing an attractive performance. Also, one of the experiment trajectories is plotted in Figure 7. At the beginning of involving the reinforcement learning controller, the distance is 97.3 m, and the velocity is 91.98 km/h ($\approx 25.55$ m/s). After 128 steps, about 8.53 s, the ego vehicle stops at about 1.88 m far from the obstacle vehicle.

### 5.4 System Identification and Validation

We transfer the braking system from CARLA to MATLAB & Simulink to perform reachability analysis and safety verification for the system. The diagram of the Simulink model of the AEBS is shown in

---

1. SatReLU is the ReLU function with max value 1.
2. The empty activation function means no activation is applied.
The plant of the braking system is described by following discrete state-space equation

\[
\begin{align*}
    x_{k+1} &= Ax_k + Bu_k \\
y_k &= Cx_k + Du_k
\end{align*}
\]

where \( x_k = [d_k, v_k]^T \) is the state vector including the distance \( d_k \) and the velocity \( v_k \) of the car at step \( k \), \( u_k \) is the input, which is the acceleration applied to the plant, \( y_k \) is the output, and \( A, B, C, D \) are the coefficient matrices given below.

\[
A = \begin{bmatrix} 1 & -\Delta t \\ 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ \Delta t \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad D = \begin{bmatrix} 0 \end{bmatrix}
\]

where \( \Delta t = 1/15 \) is simulation time step.

It is important to emphasize that the input of the plant \( u_k \) does not match with the output of the reinforcement learning controller \( T_k \). The \( u_k \) is the acceleration applied to the car, but the \( T_k \) is the braking force. Thus, a neural network transformation with 80 neurons is trained to bridge this gap between \( u_k \) and \( T_k \).

To validate the Simulink model of AEBS, we run experiments in Simulink and CARLA with the same initial states and compare them as shown in Figure 7. From the plot, we can see that the Simulink model captures well the behaviors of the actual AEBS in CARLA.

### 5.5 Safety Verification of the AEBS

**Physical constraints for safety verification.** To verify the safety of the AEBS, we need to take into account some essential physical constraints of the system. First, the AEBS system uses a perception component to detect the obstacle. The operating range of the perception component is from 0 to 100 meters. Therefore, we are going to verify the safety of the AEBS for the distance (between the car and the obstacle) from 10 to 100 meters (we assume that the car is at least 10 meters far away from the obstacle). Second, we limit the maximum allowable velocity of the car to 35 m/s, i.e., \( v \approx 80 \) miles per hour which is a usual upper limit of the speed on highways.

Thirdly, we need to know what is a reasonable constraint between initial conditions of the car’s velocity and its distance to the obstacle such that if we apply a full braking action, the car is safe. This information is important that we should know before verifying the safety of AEBS because there are cases when even if we apply the full braking action, the collision still occurs. For example, the car is too close to the obstacle and is travelling at a high speed. From Figure 5, we approximate an analytical formula for the full braking time that is \( t(v) = v/12.5 \). When the full braking action occurs, the car goes a distance \( d_s = 0.5a \tau^2 + v \tau \) before stopping, where \( a \) is the average acceleration of the car which is equal to \( a = \Delta v/\Delta t = (0 - v)/\tau \). Therefore, the average travel distance of the car after applying a full brake is:

\[
\begin{align*}
    d_s &= 0.5a \tau^2 = 0.5v^2/12.5 = v^2/25.
\end{align*}
\]

To guarantee the safety, the initial distance of the car \( d_0 \) should be larger than this travel distance, i.e., \( d_0 > d_s \). Combining the above limitation on the distance \( d_{max} = 100 \) m and the maximum allowable velocity \( v_{max} = 35 \) (m/s), a **safe initial condition region for full braking action** is depicted in Figure 8. By partitioning the safe initial condition region of the full braking action, we can derive the reasonable initial conditions that need to be verified for the safety of the AEBS with the RL controller as shown in Figure 9. This is because, under the safety aspect, the RL controller cannot overcome the full-braking action.
Finally, we need to find out what the minimum number of steps that we should at least give a guarantee about the safety of the system is. We should prove the safety of the system at least \( t(v) \) seconds in the future where \( t(v) \) is the full braking time w.r.t the velocity \( v \). Therefore, the minimum number of steps that needs to prove the safety is: \( \min(k_{max}) = t(v)/\Delta t \). For example, if \( v = 25 \) m/s, we should at least prove the safety of the system until \( k = k_{max} = 2/(1/15) = 30 \) time steps.

**Challenge and drawback of polyhedron approach [18, 22].**

The main challenge in the safety verification of AEBS is how to compute a tight reachable set of the AEBS model depicted in Figure 6. One can see that the control set \( U = \{u_t\} \) applied to the plant is derived from the transformation component that takes the output set \( T = \{T_t\} \) from the RL controller and the velocity \( V = \{v_t\} \) as the input set. Therefore, to compute the control set \( U \), we need to compute the output set \( T \) of the RL controller and then combine with the velocity set \( V = \{v_t\} \) of the plant to form the input set for the transformation neural network. The problem is how to efficiently combine these sets to form the exact input set for the transformation neural network. This problem is unsolvable if we use the polyhedron-based approach [18, 22] since the relationship between the output set \( T \) of the RL controller and the velocity set \( V \) of the plant cannot be preserved in the computation. This leads to a coarse combination which returns a coarse input set for the transformation neural network. Consequently, the over-approximation error is exploded quickly after only 3 time steps as shown in Figure 10. From the figure, we can see that the obtained reachable set is too conservative and cannot be used for safety verification.

**Overcome the challenge with our star-based approach.**

Our star-based approach is an efficient technique to overcome the main challenge discussed above. We perform both the exact and over-approximate reachability analysis for the AEBS with the initial conditions \( d_0 \in [97, 97.5], v_0 \in [25.2, 25.5] \) for 50 time steps. The results are presented in Figure 11 and 12 with noticing that we use boxes to represent the reachable sets. Our star-based approach eliminates (in the exact method) or reduces significantly (in the over-approximation method) the over-approximation error caused by the polyhedron-based approach. The reachable sets computed from the star-based approach are tight and useful for safety verification of the AEBS. The reachability analysis times of two proposed methods are presented in Table 2. The Table shows that the over-approximation method is faster than the exact method while still produces tight reachable sets for the system. From the figures, one can see that the reachable sets computed by the two methods are almost the same. The time improvement of using the over-approximation method increases as the number of time steps grows. The reason that makes the over-approximation method faster is, it produces only a single reachable set at every time step while in the exact method, the number of reachable sets may grow over time as depicted in Figure 13.
Checking safety using the computed reachable sets. To verify the safety of the AEBS, we consider the worst case, i.e., we want to verify if the following constraint is satisfied in a bounded time, \( \max(TTC^{-1}(d, a, v)) < r^{-1}(\max(v)) \). To do that, we estimate the inverse of \( TTC^{-1} \) in 60 time steps (two times larger than the minimum requirement \( k_{max} = 30 \)) using the ranges of the distance, velocity, and acceleration of the car from the computed reachable sets and check if it satisfies the requirement or not. The result is illustrated in Figure 14 which shows that the inverse TTC is smaller than the worst case inverse full braking time \( r^{-1}(\max(v)) \). Therefore, the AEBS is safe for 60 time steps in the future.

5.6 Safe Initial Conditions of the AEBS
From the physical constraints of the car, we have derived the set of initial conditions that need to be verified for the AEBS with RL controller as depicted in Figure 9. It is important to determine in these initial conditions, which regions are safe for the AEBS with RL controller and which ones are risks. We perform our safety verification methods on each partition \( I_i, i = 1, 2, \cdots, 9 \) of the initial conditions to find the safe regions. We perform the search as follows. We partition the distance range \([10, 100]\) into 9 smaller ranges with the same width of 10, i.e., \( d^i = [10i, 10(i+1)], 1 \leq i \leq 9 \). For the \( i^{th} \) individual distance range, we search for the maximum velocity \( v_{max}^i \) such that the RL controller can guarantee the safety of the system in \( k_{max} = 50 \) time steps for the initial condition of \([d^i, v_{max}^i]\). The results of \( v_{max} \) are presented in Table 3. From the information of \( v_{max} \), we visualize the safe region of the initial conditions for the AEBS as depicted in Figure 15.

6 RELATED WORK
Verification, testing, and falsification for cyber-physical systems (CPS) containing learning enable components have become an emerging research topic recently. Toward verification for CPS with learning enable components, several methods have been proposed recently to verify the safety of feedback neural network control systems \([10, 16, 17, 20, 22]\). The early polyhedron-based approach...
We have proposed two efficient, exact and over-approximate reachability schemes and an optimization-based approach for safety verification of CPS with RL controller where the safety specification is defined based on a nonlinear transformation of the system states. From thorough experiments on the practical AEBS, we have shown that our method is computationally cheaper and less conservative than the existing polyhedron approach. More important, it is applicable for real-world applications. Our future work is extending the proposed methods for nonlinear NNCS with other types of nonlinear activation functions such as Tanh or Sigmoid.

REFERENCES


Table 4: Approaches for neural network control systems verification in which the sizes of controllers are collected from the related experimental results.

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Plant Dynamics</th>
<th>Nonlinear Controllers</th>
<th>Activation Function</th>
<th>Size of Controller</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polyhedron-based</td>
<td>Linear, Nonlinear</td>
<td>Sigmoid</td>
<td>ReLU</td>
<td>Large (500 neurons)</td>
</tr>
<tr>
<td>Verisig [1]</td>
<td>Linear, Nonlinear</td>
<td>Sigmoid</td>
<td>ReLU</td>
<td>Small (50 neurons)</td>
</tr>
<tr>
<td>Sherlock [10]</td>
<td>Linear, Nonlinear</td>
<td>Sigmoid</td>
<td>ReLU</td>
<td>Small (50 neurons)</td>
</tr>
<tr>
<td>Star-based</td>
<td>Linear, Nonlinear</td>
<td>Sigmoid</td>
<td>ReLU</td>
<td>Large (500 neurons)</td>
</tr>
<tr>
<td>Sherlock [10]</td>
<td>Linear, Nonlinear</td>
<td>Sigmoid</td>
<td>ReLU</td>
<td>Small (50 neurons)</td>
</tr>
</tbody>
</table>

In this paper, we focus on safety verification of linear, discrete NNCS with ReLU activation function. We mainly focus on the exact and over-approximate analysis for such a system which aims at eliminating or significantly reducing the over-approximation error in the reachable set computation. We emphasize that our approach can be combined with the zonotope-based reachability algorithms [1, 8] to deal with NNCS with both continuous and discrete nonlinear plant. However, this problem is not the main focus of the paper.

7 CONCLUSION